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ChatGPT in psychiatry: promises and pitfalls
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Abstract 

ChatGPT has become a hot topic of discussion since its release in November 2022. The number of publications 
on the potential applications of ChatGPT in various fields is on the rise. However, viewpoints on the use of ChatGPT 
in psychiatry are lacking. This article aims to address this gap by examining the promises and pitfalls of using ChatGPT 
in psychiatric practice. While ChatGPT offers several opportunities, further research is warranted, as the use of chat‑
bots like ChatGPT raises various technical and ethical concerns. Some practical ways of addressing the challenges 
for the use of ChatGPT in psychiatry are also discussed.
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Introduction
The launch of ChatGPT in November 2022 has witnessed 
unprecedented success. The chatbot has taken the world 
by storm and its number of users climbed to 100 million, 
in just 2 months after its release, making ChatGPT the 
fastest growing application of its kind in history [1]. The 
use of artificial intelligence (AI) and chatbots in health-
care, including psychiatry, is not a new concept. As 
technology advances and new applications emerge, AI 
has brought about groundbreaking changes in the field 
of psychiatry. Since the release of ChatGPT, there is an 
increasing number of publications on its applications in 
various areas such as scientific writing [2], language edit-
ing [3] and medical education [4]. However, opinions on 
the use of ChatGPT in psychiatry are lacking. This article 
aims to examine the opportunities and potential draw-
backs of incorporating ChatGPT in psychiatric practice. 
In addition, some practical approaches to mitigate the 

challenges posed by the psychiatric applications of Chat-
GPT are explored.

What is ChatGPT?
GPT is the abbreviation for Generative Pretrained 
Transformer. ChatGPT is a chatbot developed by Ope-
nAI, which belongs to GPT version 3.5. Prior to Chat-
GPT, there were three generations of GPT, namely 
GPT-1, GPT-2 and GPT-3. ChatGPT is a sibling model 
of InstructGPT, which uses transformer-based archi-
tecture to generate human-like texts and conversation 
in response to inquiries raised by the users [5]. On 14 
March 2023, OpenAI released a newer version of GPT 
known as GPT-4 [6]. Unlike ChatGPT, GPT-4 is not a 
freeware, and is only available to GPTPlus users who pay 
a subscription fee. This article focusses on ChatGPT, as 
it is currently available to the users at no cost, which is 
more relevant to this discussion.

Opportunities of using ChatGPT in psychiatry
The use of chatbots in psychiatry has started long 
before the introduction of ChatGPT. For example, the 
application of earlier versions of chatbots like Eliza and 
Woebot has provided valuable insights into the oppor-
tunities that ChatGPT can offer [7]. Previous studies 
have investigated several applications of chatbots in 
the psychiatric practice, including patient education 
and disease prevention [8], mental health screening 
[9], detection of self-harm [10] and suicidal ideation 
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[11], as well as patient management, such as delivery of 
cognitive behavioral therapy [12]. Table 1 summarizes 
specific examples of using ChatGPT in psychiatry.

The author believes that, as a robust AI-powered 
chatbot trained on a large corpus of data, ChatGPT 
possesses the capability to offer diverse mental health 
services, similar to other chatbots previously reported. 
However, it is important to note that ChatGPT should 
be used as a supportive tool rather than a replacement 
for expert opinions and services provided by a psychia-
trist. Some advantages of using ChatGPT in psychiatry 
include (1) its around-the-clock availability, (2) reduc-
tion in stigma associated with seeking healthcare from 
a professional, (3) cost effectiveness relative to the high 
costs of traditional psychiatric care and (4) efficiency 
due to reduction in waiting time and quick access to 
large volumes of information.

Potential pitfalls of using ChatGPT in psychiatry
The use of ChatGPT is associated with several potential 
drawbacks and limitations. Like any computer systems, 
chatbots can make mistakes. One obvious example is a 
mistake made by Google’s Bard in a promotional material 
that caused a $100-billion plunge in Alphabet’s market 
value [19]. This section discusses several potential pitfalls 
and the social and ethical concerns of using ChatGPT in 
psychiatry.

Limited emotional intelligence
Lack of empathy and emotional understanding is one 
of the disadvantages of using ChatGPT in psychiatry, 
as machines have difficulty in comprehending com-
plex human emotions. Unlike a psychiatrist, ChatGPT 
does not possess the ability to interpret non-verbal cues 
such as facial expressions and body language. Therefore, 
ChatGPT may create miscommunications by generating 
inappropriate responses that can potentially confuse and 
mislead patients.

Table 1 Specific examples of using ChatGPT in psychiatry

Use of ChatGPT Key findings References

Teaching in social psychiatry • ChatGTP was found to have the following functions:
▪ Acting as an information provider
▪ Used as a tool for debate and discussions
▪ Used in content creation for course materials
▪ Generate hypothetical case vignettes in the area of social psychiatry

[13]

Clinical and ethical reasoning, diagnosis, treatment and prog‑
nosis using psychiatry case vignettes

• The study investigated ChatGPT’s ability in clinical and ethical reason‑
ing, diagnosis, treatment and prognosis using 100 psychiatry case 
vignettes, with the following performance:
▪ Scored grade A for 61 cases
▪ Scored grade B for 31 cases
▪ Scored grade C for 8 cases
▪ No responses were graded  "D"

[14]

Generation of psychodynamic formulation for psychiatric cases • ChatGPT could generate psychodynamic formulations that were rated 
appropriate by psychiatrists
• The formulations were further improved by additional instructions such 
as self‑psychology, ego‑psychology and object relations

[15]

Answering questions about clinical psychiatry • The study compared answers from participants (psychiatrists and psy‑
chiatry residents) regarding clinical psychiatry questions using informa‑
tion from ChatGPT and other sources
• Participants who used ChatGPT outperformed those who used other 
sources of information
• ChatGPT performed well with an overall score of 8 out of 10 for accu‑
racy, nuance and completeness

[16]

Diagnosis and treatment recommendation • A hypothetical psychiatric case was presented to ChatGPT
• The performance of ChatGPT was as follows:
▪ Correctly gave the diagnosis of treatment‑resistant schizophrenia
▪ Provided relevant tests to rule of other causes of psychosis
▪ Proposed treatment plans consistent with current standards of care, 
including medications
▪ Provided a comprehensive list of potential side effects of the proposed 
medications

[17]

Use of ChatGPT to train a machine learning (ML) model 
for identification of a psychiatric disorder

• The study used ChatGPT to train an ML model for identification of post‑
traumatic stress disorder (PTSD) after childbirth
• The ML model was able to identify childbirth‑related post‑traumatic 
stress disorder (PTSD) based on maternal childbirth narrative data

[18]



Page 3 of 5Wong  Egypt J Neurol Psychiatry Neurosurg           (2024) 60:14  

Overreliance on technology
The overdependence of AI on clinical decision making 
can weaken the practitioner’s critical thinking skills. This 
in turn, can lead to inaccurate diagnosis and inappropri-
ate treatment plans. In addition, relying heavily on AI 
in psychiatry can also lead to dehumanization of mental 
healthcare. Consequently, this can compromise trust and 
communication, and have a negative impact on the doc-
tor–patient relationship.

Lack of accountability
The legal and ethical considerations of utilizing AI in 
healthcare have long been a subject of debate, particu-
larly when AI makes fatal mistakes, which lead to the 
question of who should be held responsible [20]. As 
ChatGPT has limited emotional intelligence, the chat-
bot may give a wrong diagnosis, leading to inadequate or 
inappropriate treatment. In one study, Elyoseph and Lev-
kovich investigated the potential of ChatGPT in suicide 
risk assessment and reported that ChatGPT underesti-
mated suicide risk and mental resilience in a hypothetical 
case [21]. Furthermore, machines have a limited ability to 
handle crisis such as suicidal or violent behavior. Failure 
to address these situations in a timely manner may result 
in life-threatening consequences.

Privacy and confidentiality
Another common subject of debate concerning the use 
of AI in healthcare is patient privacy and confidential-
ity [22]. As numerous conversations with ChatGPT are 
generated daily, concerns around platform security arise, 
particularly when sensitive patient data are archived. 
Transparency is also a common concern, especially 
when there is limited understanding of the complex AI 
algorithms used in the application, leading to the issues 
of “black box” and a lack of trust [23]. In addition, the 
training of chatbots is crucial in information accuracy. 
AI is prone to bias when there is misrepresentation of 
the training data [24]. Given that the training data signifi-
cantly influence its output, ChatGPT may provide biased 
information, resulting in a lack of generalization, misdi-
agnoses and fatal outcomes.

Other ethical and social concerns
Not every patient has access to ChatGPT. The use of 
ChatGPT requires devices like a computer, mobile phone 
or tablets with internet access. However, patients who 
are in the lower socioeconomic groups or low-income 
countries do not have the luxury to possess these devices. 
This raises the concern of accessibility and equality. 
Furthermore, the increasing use of AI could lead to job 

replacement for mental healthcare professionals. There-
fore, it is essential that the use of AI should not come at 
the cost of human expertise.

Potential pitfalls from the patients’ perspectives
Although AI has become increasingly popular in recently 
years, there are several concerns from the patients’ per-
spectives. The views of patients on the use of AI includ-
ing ChatGPT are mixed and evolving. While some 
patients embrace AI with open arms due to its round-
the-clock availability, others may have concerns regard-
ing its impersonal nature. Some patients are not tech 
savvy and may not be able to use AI efficiently, especially 
psychiatric patients who are mentally disadvantaged. 
Furthermore, vulnerable psychiatric patients may be sub-
ject to exploitation and manipulation by AI, especially 
when they lack the social support or understanding on 
the limitations of AI technologies like chatbots.

Overcoming the challenges for the use of ChatGPT 
in psychiatry
Addressing the challenges for the use of ChatGPT in psy-
chiatry requires a multi-faceted approach:

Education and training
It is important to ensure that both the mental healthcare 
professionals and patients receive adequate education 
and training on the appropriate use of AI technologies 
like ChatGPT in psychiatry. They need to understand the 
strengths and limitations of ChatGPT and use it care-
fully. Practitioners should be reminded that ChatGPT is a 
supportive tool in clinical decision making and it should 
not replace their expertise, whereas the patients should 
be informed of the rights regarding the confidentiality of 
their data and informed consent.

Optimization of technology
Enhancement of the current technology is necessary to 
minimize errors and biases. This can be done by ensur-
ing that the data used for training chatbots like Chat-
GPT is diverse and representative to avoid inaccuracy 
in diagnosis, as well as discriminatory practices. The 
emotional intelligence aspects of AI models can be fur-
ther improved by strengthening the sentiment analytical 
capabilities to better understand complex emotions. In 
addition, the development of user-friendly interfaces that 
incorporate the AI reasoning processes can build trust 
and enhance transparency.

Development of ethical guidelines and regulatory framework
Healthcare providers like hospitals and clinics can 
develop a clear ethical guideline when using ChatGPT 
or other AI technologies in mental healthcare. These 
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guidelines should encompass patient data privacy and 
confidentiality, patient autonomy and accountability. 
On the other hand, policy makers should develop reg-
ulatory framework to ensure safe and responsible use 
of AI technologies in healthcare. There should also be 
regular monitoring and evaluation on the use of these 
technologies.

Rigorous research and development
Continuous research and development in AI technolo-
gies using clinical trials and real-world data analysis in 
the clinical setting to evaluate the safety and effective-
ness of chatbots such as ChatGPT are necessary. Such 
research should take a multi-disciplinary approach, 
involving psychiatrists, technologists, policymakers 
and ethicists to address emerging challenges and to 
facilitate integration of AI in psychiatry.

Conclusions
Embracing new technologies in psychiatry can drive 
innovation in mental healthcare. Considering the ris-
ing trend of AI in healthcare, ChatGPT shows great 
potential in psychiatry. However, many technical and 
ethical questions remain unanswered. Therefore, more 
research is necessary before ChatGPT can be widely 
implemented in psychiatry. Psychiatrists, ethicists, 
technologists and policymakers should take a multi-
pronged approach to address key challenges. Patient 
and practitioner education, optimization of the cur-
rent technology, as well as development of regulatory 
framework and ethical guidelines can help ensure safe 
and effective use of AI in psychiatry. Importantly, chat-
bots like ChatGPT should not replace the expertise of 
psychiatrists. After all, psychiatry is not only a science, 
but also an art that requires human interactions.
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