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Abstract 

In this paper, a comprehensive review on Alzheimer’s disease (AD) is carried out, and an exploration of the two 
machine learning (ML) methods that help to identify the disease in its initial stages. Alzheimer’s disease is a neuro-
cognitive disorder occurring in people in their early onset. This disease causes the person to suffer from memory loss, 
unusual behavior, and language problems. Early detection is essential for developing more advanced treatments for 
AD. Machine learning (ML), a subfield of Artificial Intelligence (AI), uses various probabilistic and optimization tech-
niques to help computers learn from huge and complicated data sets. To diagnose AD in its early stages, researchers 
generally use machine learning. The survey provides a broad overview of current research in this field and analyses 
the classification methods used by researchers working with ADNI data sets. It discusses essential research topics such 
as the data sets used, the evaluation measures employed, and the machine learning methods used. Our presenta-
tion suggests a model that helps better understand current work and highlights the challenges and opportunities for 
innovative and useful research. The study shows which machine learning method holds best for the ADNI data set. 
Therefore, the focus is given to two methods: the 18-layer convolutional network and the 3D convolutional network. 
Hence, CNNs with multi-layered fetch more accurate results as compared to 3D CNN. The work also contributes to the 
use of the ADNI data set, where the classification of training and testing samples is divided with such a number that 
brings the highest accuracy achieved with 18-layer CNN. The work concentrates on the early prediction of Alzheimer’s 
disease with machine learning methods. Thus, the accuracy achieved is 98% for 18-layer CNN.
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Introduction
The deterioration of physical and neurological functions 
in persons is part of the aging process. Although dete-
rioration is natural, it can significantly influence some 
persons due to certain risk factors. Alzheimer’s dis-
ease is a neurocognitive disorder occurring in people in 
their middle or old age, and it affects 46.8 million people 
globally and can impact a person’s quality of life [1]. AD 
populations are estimated to increase to 106.8 million by 
2050 [2, 3]. The estimated cost of long-term health care 

for dementia patients is about $290 billion [4]. Research 
toward early AD diagnosis is ongoing to slow down the 
abnormal degradation of neurons in the brain. It also 
produces emotional and financial benefits for the patient 
family [5]. This disease causes the person to suffer from 
memory loss, unusual behavior, and language problems. 
It is caused due to the tangled bundles of neurofibrillary 
fibres of the brain and certain regions of the brain like the 
entorhinal cortex and hippocampus [6]. The initial symp-
toms, such as episodic memory impairment and the navi-
gational problem of the patient, are typical variants. The 
higher order symptoms include memory loss, impaired 
judgment, difficulty in identifying objects, confusion in 
paying bills and driving a vehicle, and placing objects in 
odd places.
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Alzheimer’s disease is divided into three periods: the 
primary period, the intermediate period, and the last 
period of dementia. AD is diagnosed through the brain 
monitoring modalities, such as CT (Computer Tomog-
raphy) scan and PET (Positron Emission Tomogra-
phy) scan resting-state functional magnetic resonance 
imaging (RS-FMRI) [7].

AD is a neurodegenerative disease with symptoms, 
such as motor dysfunctions of the body. The results of 
this work created a strong link between inflammation 
and neurotoxic kynurenines of human samples. A need 
for biomarkers is necessary due to chronic low-grade 
inflammation [8].

The dissection of neuroprotective and neurodegen-
erative components of AD-affected areas in the brain. 
It focuses on etiology, pathomechanism, biomarkers, 
Imaging techniques, and novel therapeutic targets of 
Alzheimer’s disease [9].

The EEG biomarkers help predict clinical outcomes 
in patients regularly. The accuracy of psychophysi-
ological biomarkers based on EEG while predicting the 
outcome of the patients. The machine learning tech-
nique reached an accuracy of 83.3%, with EEG-based 
functional connectivity predicting clinical outcomes in 
nontraumatic patients [10].

The neurovisceral integration model of fear is being 
used. That is, A richer understanding of neurovisceral 
concomitants of this function has both theoretical and 
clinical implications [11].

Treatment of fear-related disorders occurs due to 
neuro disorder AD. To fix this, research has been done 
using a novel frequency domain analysis of heart rate 
using a short-time Fourier transform from a point pro-
cess modeling algorithm [12].

Pavlovian and Instrumental learning can be inte-
grated to guide behavior in a phenomenon experimen-
tally known as Pavlovian-to-Instrumental Transfer 
(PIT) to investigate numerical applications in clinical 
contexts such as working memory affected due to AD 
[13].

Mitochondrial DNA is identified as an inheritable 
metabolic disease with neurological manifestation and 
pathogenesis of illness, including neurodegenerative 
diseases, such as Alzheimer’s disease [14].

Kynurenic acid (KYNA) is an endogenous trypto-
phan (Trp) metabolite with neuroprotective properties. 
KYNA plays critical roles in nociception, neurode-
generation, and neuroinflammation. A lower level of 
KYNA is observed in patients with neurodegenerative 
diseases, such as Alzheimer’s [15].

Machine learning
Understanding machine learning and the standard 
machine learning approaches used in AD prognosis is 
necessary before starting the deeper examination of 
machine learning methodologies. Artificial intelligence 
includes machine learning, which contains various tools 
for making probabilistic and statistical judgments based 
on prior knowledge. Classifying new events and fore-
casting new patterns depends on prior learning (train-
ing). When compared to standard statistical methods, 
machine learning is much more powerful. For machine 
learning to be successful, it is essential to have a good 
understanding of the problem and the algorithms’ con-
straints. As a result, it has a fair chance of success if 
experimentation is carried out appropriately, training is 
used effectively, and outcomes are rigorously validated.

Background
This paper reviews the state-of-the-art techniques and 
data sets used to detect Alzheimer’s disease. The various 
researchers’ work, different classifiers used to detect Alz-
heimer’s disease early, and the results obtained are dis-
cussed. A literature survey is conducted to know every 
possibility is explored to detect the initial stages of AD 
using the ML approach. This survey includes a list of 
methodologies, data sets, and accuracy gained. The study 
exhibits the most appropriate strategy for quick treat-
ment of AD based on studies conducted from 2016 to 
2021.

Mehmood et al. [1] stated that identifying Alzheimer’s 
on magnetic resonance images in the initial period is 
carried out using mild cognitive impairment detection 
using the tissue segmentation of the brain with the help 
of multiple layers called structured deep learning. The 
study uses Visual Geometry Group architecture belong-
ing to deep convolutional neural network architecture. 
The FMRI images used in this paper are gathered from 
ADNI (Alzheimer’s disease neuroimaging initiative) and 
are found online at adni.loni.usc.edu. To analyze and ver-
ify the development of MCI, i.e., mild cognitive impair-
ment, different biomarkers such as structural MRI, PET, 
and MRI were analyzed and authenticated to detect the 
traces of AD. 300 MRI subjects were considered and fur-
ther classified as Alzheimer’s, late mild cognitive, and ini-
tial mild cognitive periods. The techniques used in this 
study are CNN with a multi-layered form of various lay-
ers, such as convolution layer, pooling layer, and softmax 
layer. An accuracy of 98.73% is achieved using multi-lay-
ered CNN without data augmentation.
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Odusami et al. [16] proposes a deep learning method to 
detect the early stage of AD. He has proposed a modified 
ResNet18 model for extracting the features of neuroim-
aging data from structural magnetic resonance imaging. 
The data set is fetched from ADNI accessed on January 
2021. The data sets are available in DICOMM file format. 
A total of 413 subjects were considered for the study. The 
six categories of the database are normal healthy period, 
light cognitive inability EMCI and notable remembrance, 
and Alzheimer’s is addressed. The techniques used are 
residual network with 18 layers CNN is proposed. It uses 
a 3 × 3 seiver, and the phase 1 pooling layer has a 1 × 1 
seiver, a completely interlinked, and a softmax layer. The 
fine-tuned CNN of 18 layered neural networks obtained 
a separation rate of accuracy of about 99.09%. CNNs 
are used to detect active magnetic resonance imaging 
scanned sheets of Alzheimer affected persons. The pro-
cess is carried out in data collection, preprocessing and 
fine-tuning, and classification and evaluation stages.

Venugopalan et al. [17] proposed removing noise from 
MRI scans using automatic encoders for evoking prop-
erties from given data. He has stated a novel method of 
3D CNN for imaging data, and he concentrated on the 
hippocampus brain area and features. Audio oral tests 
are extracted. The ADNI data set is used considering 
biological markers MRI, PET, and neuropsychological 
assessments to measure the progression of mild cogni-
tive impairment. The cross-section Magnetic Resonance 
scan image gathered about 8209 voxels scattered in 18 
parts. A total of 220 patients were considered for the test. 
The total count of MRI images is 503 in number, SNP is 
808 in number, and HER is 2004. A three-tier automatic 
encoder is used with 199,99, and 51 nodes separately for 
every part. The first step is to filter noise, and the next is 
to extract 1680 common features and convert input data 
into 0’s and 1’s format by shot encoding. An accuracy of 
78% is achieved.

Pradhan et  al. [18] proposed the detection of dif-
ferent stages of AD. The method used is VGG19 and 
DenseNet169 architecture for classification. The data set 
is taken from an open online data set library called Kag-
gle. There are 6000 images labeled as mild, moderate, 
very mild, and non-demented AD. The features are con-
sidered for 80% of learning and 20% of examining phases. 
VGG19 has around 10–16 convolutional neural network 
layers. For image classification, DenseNet is used. Here, 
VGG19 performs better than DenseNet accuracy of 94% 
is achieved.

Shah et  al. [19] hard and soft voting algorithms 
were implemented to classify and identify the initial 
AD period. The data set consists of 437 patients aged 
between 60 and 96. Among these, 72 people are non-
demented, 64 are demented, 70% are used to train the 

algorithm, and 30% are used to test the algorithm. The 
classification algorithms are hard voting, soft voting clas-
sifiers, and decision tree. SVM is used as a classification 
method. An accuracy of 84% is obtained for the voting 
classifier algorithm.

Huanhuan et  al. [20] proposed detecting early stages 
of dementia (ConvNets) with the help of MRI. The clas-
sification of scan images is done using gray color regions 
and white color regions in the scanned images of the 
brain. The data are collected from the ADNI database. 
The number of MRI images collected is 615 in number. 
The data are segregated in the proportion of 3:1:1. Sta-
tistical parameter mapping is used in the preprocessing 
stage to reduce the patient’s head movement, and images 
are reduced to size 192 × 192 × 160. The techniques used 
for the detection are based on classifiers eResidual Net-
work of 50 layers, eNeural Architecture Search Network. 
Adding a dropout layer addresses the overfitting problem 
to the fully interconnected layer. The accuracy rates are 
separately obtained from around 97.65% to 88.37% for 
MCI AD.

Razavi et  al. [21] highlighted using unsupervised fea-
ture learning, which has two steps. The first step is to 
extract features from the raw data. The methods used are 
scattered filtering and uncontrolled neural layer network. 
Sparse filtering and regression are called softmax to clas-
sify healthy and unhealthy persons. A few unsupervised 
learning techniques, such as Boltzman machines and 
dispersed coding, are used to distribute collected data. 
The data set used in this method is ADNI with cerebro-
spinal fluids. The total number of AD patients is 51, and 
43 patients have mild traces of suffering from AD. The 
MRI data were obtained using 1.5T scanners. The high-
est accuracy obtained is 98.3% while using the softmax 
regression.

Islam et al. [22] work on AD uses deep learning CNN 
to analyze brain MRI images. This work also identifies 
the different stages of the disease. The method also works 
well with the imbalanced data set. The CNN uses four 
layers: deep neural layers, batch processing layer, pool-
ing layer, and ReLU layer. According to the 3D brain, MRI 
data architecture, inception -v4, and Resnet classify the 
data. The data set used in OASIS has 416 data samples. 
The training and testing data set is divided into the 4:1 
proportion. The performance rates of inception -v4 and 
Resnet precision rates are 0.81 and 0.82, respectively.

Islam et  al. [23] stated that 3D convolutional neu-
ral networks work better in visualizing medical images. 
Brain PET scans are used to detect Alzheimer’s disease 
using 3D CNN, and five visualization techniques are 
applied. The data set is collected from ADNI (adni.loni.
usc.edu). A total of 1230 PET scans of AD patients are 
available. The applied visualization techniques are guided 
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by Backpropagation Brain area Occlusion and layerwise 
relevance propagation. 80% of the data set is used for 
training, 20% for testing, and the remaining 10% for vali-
dation. The visualization techniques are used to enhance 
and focus on the regions of the brain, such as the frontal 
mid, precuneus, postcentral, temporal mid, and precen-
tral areas. Hence, the system achieved an efficient clas-
sification accuracy of 88.76% is achieved.

Thakare et  al. [24] stated using EEG to detect Alzhei-
mer’s disease. The EEG database is extracted from Kashi 
Bhai Hospital, Pune, and nineteen numbered channels of 
the EEG database. First, the patients are diagnosed with 
a clinical diagnosis of MSME. Based on this, the patients 
are divided into healthy and AD patients. The EEG sig-
nals obtained are converted into a.mat file, and the acqui-
sition is made using Simulink. The features extracted 
from these EEG waves are mean, standard deviation, and 
mode using wavelet transforms. The classification uses a 
support vector machine and a normalized minimum dis-
tance (NMD) classifier algorithm. An accuracy of 95% 
is achieved using SVM holds good as compared to the 
NMD classifier.

Noor et al. [25] the most popular DL techniques have 
been explored in detecting those three leading neurologi-
cal disorders from the MRI scan data. DL methods for 
the classification of neurological disorders found in the 
literature have been outlined. The pros, cons, and perfor-
mance of these DL techniques for the neuroimaging data 
have been summarized. Prime observation of this study 
included the maximum usage of CNN in the detection of 
Alzheimer’s disease and Parkinson’s disease. On the other 
hand, DNN has been used with greater prevalence for 
schizophrenia detection.

Su et  al. [26] Magnetoencephalography (MEG) has 
been combined with machine learning techniques to rec-
ognize Alzheimer’s disease (AD), one of the most com-
mon forms of dementia. A bimodal recognition system 
based on an improved score-level fusion approach is pro-
posed to reinforce the interpretation of the brain activ-
ity captured by magnetometers and gradiometers. This 
preliminary study found that the markers derived from 
the gradiometer tend to outperform the magnetometer-
based markers. Interestingly, out of the ten regions of 
interest, the left-frontal lobe demonstrates about 8% 
higher mean recognition rate than the second-best per-
forming region (left temporal lobe) for AD/MCI/HC 
classification.

In clinical practice, several standardized neuropsycho-
logical tests have been designed to assess and monitor the 
neurocognitive status of patients with neurodegenerative 
diseases, such as Alzheimer’s disease. Have presented a 
robust framework to (i) perform a threefold classifica-
tion between healthy control subjects, individuals with 

cognitive impairment, and subjects with dementia using 
different cognitive indexes and (ii) analyze the variabil-
ity of the explainability SHAP values associated with the 
decisions taken by the predictive models [27].

This study aimed to determine the influence of imple-
menting different ML classifiers in MRI and analyze the 
use of support vector machines with various multimodal 
scans for classifying patients with AD/MCI and healthy 
controls. Conclusions have been drawn in terms of 
employing different classifier techniques and presenting 
the optimal multimodal paradigm for AD classification 
[28].

Analyzing magnetic resonance imaging (MRI) is a com-
mon practice for Alzheimer’s disease diagnosis in clini-
cal research. Detection of Alzheimer’s disease is exacting 
due to the similarity in Alzheimer’s disease MRI data and 
standard healthy MRI data of older people. The proposed 
network can be very beneficial for early stage AD diagno-
sis. Though the proposed model has been tested only on 
the AD data set, we believe it can be used successfully for 
other classification problems in the medical domain [29, 
30].

Methods
A convolutional neural network with multi-layers such 
as pooling, softmax regression, and completely inter-
connected layers is used to detect the disease. A CNN 
increases the size of the images in length and breadth 
while decreasing the complexity of the image. A pooling 
process reduces the overfitting problem as the amount 
of computation and parameters are reduced. The trans-
fer learning model with customized VGG architecture is 
used to get the highest accuracy rates [1]: the data collec-
tion, preprocessing, fine-tuning, and classification stages. 
Fine-tuning is used to reduce errors with the help of Ima-
geNet. It uses the residual network with optimal param-
eters ReLU and stochastic gradient descent. A novel deep 
learning method with shallow models for integrating data 
and autoencoders in a minimal data set. VGG 19 of 16 
convolutional layers when a large data set is available to 
classify, and the dense net is utilized to reduce the num-
ber of parameters [17].

DenseNet 169 is used for image classification. Both 
models are compared; VGG 19 performs better than 
DenseNet [18]. Used the support vector machines for 
classification and used hard and soft voting classifiers to 
get the optimum accuracy and use of decision trees for 
regression, making the system fast and efficient in pre-
dicting the missing values of the field [19]. ConvNet for 
classification and ensemble machine learning techniques 
are used for a final product from CNN layers. Backpropa-
gation networks either increase or decrease weights to 
match output with input. Bernoulli’s function is used to 
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avoid the overfitting problem [20]. Sparse filtering and 
softmax regression are trained automatically to identify 
healthy and unhealthy individuals. These two methods 
are called the two-stage learning method [21]. These are 
used for deep convolutional neural networks with four 
functions, pooling, convolution, batch normalization, 
and rectified linear unit [22]. The techniques such as 3D 
convolutional neural networks and visualization tech-
niques include layerwise relevance propagation, guided 
backpropagation, and sensitivity analysis to detect AD 
[23]. Proposed the use of support vector machines and 
normalized minimum distance classifier, and it uses a 
supervised learning model for better results [24]. Table 1 
illustrates the list of methodologies.

Comparison of 18‑layer CNN and 3D CNN
The two main components of the CNN architecture are 
a toolkit that analyses and identifies the properties of the 
image with a process called feature extraction and a sec-
ond component based on the prediction process, which 
estimates the image category from the previous stages. 
A total of five layers are used: CNN layer, max-pooling 
layer, completely inter-connected layer, activation layer, 
and dropout layer. This set of five layers is expanded with 
approximately 240 filters, each of size 5 × 5. The input 
for these CNN layers is FMRI image, Pet, and CT scan 
images that undergo all the preprocessing and conversion 
processes in the proposed methodologies. In the case of 
18-layered CNN, the model predicts the output with the 
highest accuracy as it has to pass through all the bitwise 
filters. Hence, with 3D CNN networks, the detection 
of AD disease might be restricted to less accuracy than 
26-layered CNN. Detecting damaged neurofibrils in the 
brain is easily verified with the multi-layered CNN. In the 

survey of these related works, maximum use of CNN is 
being done. Figure 1 represents the comparison of multi-
layered CNN versus 3D CNN.

Data set
The data set used in the following papers is shown in 
Table  2, along with the description data set source, the 
total number of samples used, the count of training and 
testing samples, and the number of NC—Normal Con-
trol, LMCI—Late Mild Cognitive Impairment, EMCI—
Early Mild Cognitive Impairment, and Alzheimer’s 
disease.

Results
This section illustrates the results and outcomes of vari-
ous works shown in Tables 3, 4, and 5 and Figs. 2 and 3.

According to the different works examined, the detec-
tion of AD carried out using ResNET18 networks holds 
the highest accuracy of 98% conducted using seven 
binary classifications by comparing NC, EMCI, LMCI, 
and AD. This technique yields efficient accuracy, sensitiv-
ity, and specificity results, as considered in previous stud-
ies. Tables 4 and 5 list the accuracies from different ML 
models, such as voting classifiers, decision tree classifiers, 
SVM, and XG boost algorithms. Table 5 gives the type of 
CNN network, such as 18-layered CNN with the highest 
accuracy of 98% and 3D CNN network accuracy 0f 88% 
to detect Alzheimer’s disease.

Discussion
Early detection of Alzheimer’s disease combined with 
proper cognitive stimulation can reduce the impact 
on older people and their families. To diagnose this 
disease, Artificial Intelligence is a study utilized for 
the early detection of disease in the very first stage. 

Table 1  List of research works with different models and various data sets used

ADNI: Alzheimer’s Disease Neuroimaging Initiative; CNN: Convolutional Neural Network; SVM: Support Vector Machine; VGG: Visual Geometry Group

Research Studies Model Data set

Atif Mehmood and colleagues and colleagues (2021) The Convolutional Neural Network of multi-layer Data sets from Alzheimer’s Disease Neuro-
imaging Initiative (ADNI) database

Modupe Odusami and colleagues (2021) 18-layered Convolutional Neural Network Data sets from ADNI

Janani Venugopalan and colleagues (2021) 3D Convolutional Neural Network Data sets from ADNI

Amnaya Pradhan and colleagues (2021) DenseNet169, VGG19 Kaggle data set

Aakash Shah and colleagues (2020) SVM Classifiers based on voting Xboost Random 
forest classifier

Data collection is done yearwise

Huanhuan Ji and colleagues (2019) ConvNet Data sets from ADNI

Firouzeh Razavi and colleagues (2019) Softmax Regression Data sets from ADNI

Jyoti Islam and colleagues (2018) Deep CNN Data sets from ADNI

Jyoti Islam and colleagues (2018) 3D CNN Data sets from ADNI

Priyanka Thakare and colleagues (2016) SVM Smt. Kashibai Navale Medical Hospital Pune
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Fig. 1  Multiple layers convolution neural network architecture versus 3D convolution neural network architecture

Table 2  Survey of various data sets was used in the proposed research studies

LC: Normal Control; LMCI: Late Mild Cognitive Impairment; EMCI: Early Mild Cognitive Impairment; AD: Alzheimer’s Disease

Research studies Data set source Data set description

Total samples NC EMCI LMCI AD

Atif Mehmood and colleagues (2021) Data sets from ADNI 300 85 70 70 75

Modupe Odusami and colleagues (2021) Data sets from ADNI 138 25 25 25 25

Janani Venugopalan and colleagues (2021) Data sets from ADNI 503 132 104 266

Amnaya Pradhan and colleagues (2021) Kaggle Data set 6000 80% train
20% test

Aakash Shah and colleagues (2020) Data collection is done yearwise 437 72 14

Huanhuan Ji and colleagues (2019) Data sets from ADNI 615 3:1:1 182 254 179

Firouzeh Razavi and colleagues (2019) Data sets from ADNI 99 52 43 56 51

Jyoti Islam and colleagues (2018) Data sets from ADNI 416 4:1 73 75 62 33

Jyoti Islam and colleagues (2019) Data sets from ADNI 988 400 661 169
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The two most important machine learning algo-
rithms, 18-layered Convolutional Neural Network 
(CNN) and 3D CNN are used to identify preliminary 
periods of Alzheimer’s disease, implemented on MRI 
and CT scans and brain monitoring modalities [20]. 
The ADNI data set is preferred, and a comparison is 
made between 18-layered CNN and 3D CNN, focus-
sing on neural networks yielding better results [22, 23]. 

The work illustrates that the best suitable algorithm 
is 18-layered CNN with an accuracy of 98%, thereby 
reducing the manual work of the radiologist [16].

Limitations and future directions
The convolutional neural networks limit the complete 
detection of AD in the initial stage of the disease. The 
multi-layered CNN becomes more complex while identi-
fying the affected areas of the brain in old age people. The 
CNNs do not work with the loss of memory of the patient 
as there are no signs of it in the sensitive regions of the 
brain. In the future, the same set of CNNs can also be 
used parallelly to detect other neurogenerative diseases, 
such as Parkinson’s disease. In future work, the different 
sets of features can be extracted, and redundant features 
can be filtered through a convolutional neural network to 
detect Alzheimer’s disease in the seed stage.

Conclusion
This paper compares and evaluates recent research on 
machine learning techniques for Alzheimer’s disease 
prognosis and prediction. The most recent develop-
ments in machine learning have been exposed, includ-
ing the types of data employed and the effectiveness of 
machine learning techniques in diagnosing Alzheimer’s 
in its early stages. Machine learning inevitably increases 
prediction accuracy, especially compared to standard 
statistical methods. Accuracy resulted in 80–98% using 
different convolutional neural networks and 3D CNN. 

Table 3  List of accuracies obtained for the related research studies

SVM: Support Vector Machine; VGG: Visual Geometry Group

Research studies Model used Accuracy 
obtained 
in %

Atif Mehmood and colleagues (2021) The Convolutional Neural Network of multi-layer 80

Modupe Odusami and colleagues (2021) 18-layered Convolutional Neural Network 98

JananiVenugopalan and colleagues (2021) 3D Convolutional Neural Network 88

Amnaya Pradhan and colleagues (2021) DenseNet169 87

VGG19 88

Aakash Shah and colleagues (2020) SVM 81

86 86

Decision tree 79

Xboost 80

Random forest classifier 81

Huanhuan Ji and colleagues (2019) Convnet 97.65

Firouzeh Razavi and colleagues (2019) Softmax regression 94.5

Jyoti Islam and colleagues (2018) Deep CNN 82

Jyoti Islam and colleagues (2019) 3D Convolutional neural network 88.76

Priyanka Thakare and colleagues (2016) SVM 95

Table 4  Accuracies obtained for different models of machine 
learning

SVM: Support Vector Machine; XgBoost: Extreme Gradient Boosting

Machine learning method Accuracy 
obtained 
(%)

Voting classifier 87.45

Decision tree classifier 82.86

SVM-support vector machine 82.87

XgBoost 86.02

Table 5  Accuracies obtained for different CNNs

CNN: Convolutional Neural Network

Type of CNN network Accuracy 
obtained 
(%)

Convolutional neural network (CNN) 80

18-layered CNN 98

3D CNN 88
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The represented methods did not classify the data set 
as NC, EMCI, and LMCI but considered the local data-
base from Pune hospital of EEG data set for study. In 
the proposed models, voting classifiers are preferred in 
monumental state examinations, and clinical counseling 
is considered. The data set considered in this model is 

only right-handed people aged between 60 and 96. The 
data set’s classification is not based on the stages of the 
disease. However, 80% of training and 20% of testing data 
are distributed and use the DenseNet model and VGG19 
architecture, which is why the accuracy reduction by 
around 87%. The non-classification of a data set based on 

Fig. 2  Comparison of accuracies with different CNNs

Fig. 3  Summary of results found in research studies



Page 9 of 10Patil et al. Egypt J Neurol Psychiatry Neurosurg          (2022) 58:130 	

stages of the disease is the disadvantage of obtaining the 
lowest accuracy. Using a convolutional neural network 
with more than 15 layers is best considered for the high-
est accuracy rate in work as compared to 3D convolu-
tional neural networks.
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